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SUMMARY

The increasing awareness of global climate change has drawn attention to the role of forests as mitigators of this process as they 
act as carbon sinks to the atmosphere. Understanding the process of carbon storage in forests and its drivers, as well as presenting 
consistent models for their estimation, is a current demand. In this sense, the aim of this study was to evaluate the performance of 
machine learning techniques: support vector machines (SVM) and to propose a new nonlinear model extracted from the training of 
an artificial neural network (ANN) in the modeling of above ground carbon stock in a secondary semideciduous forest. SVM and 
ANN construction and training process considered independent variables selected by stepwise: minimum DBH (diameter of breast 
height - 1.3 m), maximum DBH, mean DBH, total height and number of trees, all by plot. SVM and the model extracted from ANN 
were applied to the data set intended for validation. Both techniques presented satisfactory performance in modeling carbon stock by 
plot, with homogeneous distribution and low dispersion of residues and predicted values close to those observed. Analysis criteria 
indicated superior performance of the model extracted from the artificial neural network, which presented a mean relative error  
of 6.94 %, while the support vector machine presented 13.52 %, combined with lower bias values and higher correlation between 
predictions and observations.
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RESUMEN

La conciencia de la sociedad en relación a los cambios climáticos globales ha llamado la atención sobre el papel de los bosques como 
mitigadores de este proceso, ya que actúan como sumideros de carbono en la atmósfera. Comprender el proceso de almacenamiento 
de carbono en los bosques y sus determinantes, así como presentar modelos consistentes para su estimación es una demanda actual. 
En este sentido, el objetivo de este estudio fue evaluar el desempeño de las técnicas de máquina de vectores de soporte (SVM) y 
proponer un nuevo modelo no lineal extraído del entrenamiento de una red neuronal artificial (RNA) para modelar la cantidad de 
carbono sobre el suelo en un Bosque secundario estacional semideciduo. El proceso de construcción y entrenamiento de SVM y RNA 
consideró variables independientes seleccionadas por stepwise: DAP mínimo (diámetro de altura del pecho - 1.3 m), DAP máximo, 
DAP promedio, altura total promedio y número de árboles, todo por unidad de muestreo. La SVM y el modelo extraído de la RNA 
se aplicaron al conjunto de datos para su validación. Ambas técnicas mostraron un desempeño satisfactorio en la modelación de la 
cantidad de carbono por unidad de muestreo, con distribución homogénea y baja dispersión de residuos y valores pronosticados 
cercanos a los observados. Los criterios de análisis utilizados indicaron un desempeño superior del modelo extraído de la red neuronal 
artificial, que presentó un error relativo promedio de 6.94 %, mientras que la máquina de vectores de soporte presentó 13.52 % junto 
con valores de sesgo más bajos y una mayor correlación entre predicciones. y observaciones.

Palabras clave: inteligencia artificial, redes neuronales artificiales, máquinas de vectores de soporte, biomasa forestal.

INTRODUCTION

Forests provide numerous ecosystem services, such as 
regulation of biogeochemical cycles, pollution control and 
food supply. Among the most acclaimed ecosystem servi-
ces provided by forests are the atmospheric carbon (CO2) 

sequestration and its storage (Canadell and Raupach 2008, 
Chazdon et al. 2016). This service is of strategic impor-
tance in mitigating ongoing climate change because it acts 
directly in controlling global warming (Bonan 2008).

In this context, the quantification of the carbon stock 
present in the most varied types of forests constitutes 
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an important tool for monitoring this ecosystem service 
(Scolforo et al. 2015). Many initiatives have been taken 
to quantify carbon stocks in forests, both by direct means 
(Dantas et al. 2021) and through estimates from related 
data (indirect methods) (Cordeiro et al. 2018).

Carbon stock estimation by indirect methods employs 
modeling and simulation techniques. Historically, mode-
ling of forest attributes has relied on approaches based on 
statistical models (e.g. Melo et al. 2017). These approa-
ches share space today with computational approaches of 
artificial intelligence/machine learning, such as artificial 
neural networks, support vector machines, decision trees, 
among others, which have been gaining space as tools for 
forest data analyses, modeling, estimation and production 
prognosis. These tools have provided gains in the quality 
of estimates and predictions (Vendruscolo et al. 2015).

Artificial Neural Network (ANN) is a processor consis-
ting of simple processing units (artificial neurons), based 
on neurons found in the human brain, that calculate certain 
functions. These units are layered and connected to each other 
by weights that store experimental knowledge and weight the 
inputs of each unit. Thus, the acquired knowledge becomes 
available for use (Braga et al. 2007, Dantas et al. 2020a).

The most notable features in ANNs are their ability to 
learn and to generalize information. In other words, ANNs 
are able, through a learned example, to generalize assimi-
lated knowledge to an unknown data set. Another interes-
ting feature of ANN is the ability to extract non-explicit 
features from a set of information provided as examples 
(Haykin 2001).

Support vector machines (SVM) have also proven to 
be an interesting alternative for mathematical modeling 
of complex systems (Heddam and Kisi 2018). They are 
simple techniques in their conceptual basis and capable of 
solving extremely complex real problems. SVM is a super-
vised learning technique that is trained to classify different 
categories of data from various disciplines (Haykin 2001). 
These have been used for two-class classification pro-
blems and are applicable on both linear and non-linear data 
classification tasks. SVM creates a hyperplane or multi-
ple hyperplanes in a high-dimensional space, and the best 
hyperplane in them is the one that optimally divides data 
into different classes with the largest separation among the 
classes (Steinwart and Christmann 2008).

Initially, SVM techniques were successfully applied as 
a data classification methodology (Tong and Koller 2001). 
They were later extended to regression tasks through the 
following approaches: support vector regression (SVR) 
and least-square support vector machines (LS-SVM) 
(Cherkassky and Mulier 1998, Dantas 2020b).

Compared to ANN, SVM has the advantage of leading 
to an exact solution, that is, a global optimum (Haykin 
2001). However, finding a final SVM model may present 
computational complexity because it requires solving a 
quadratic programming model and solving a set of nonli-
near equations.

The present study aims at evaluating the performance 
of the support vector machine and artificial neural network 
techniques, and at proposing a new nonlinear model to the 
modeling of above ground biomass (carbon stock), using 
dendrometric variables as inputs, in a secondary semideci-
duous seasonal forest. It is proposed, as a hypothesis, that 
(a) machine learning techniques are suitable in modeling 
above ground biomass, (b) it is possible to extract accurate 
above ground biomass equations from the artificial neural 
network training process.

METHODS

Study area and data collection. The study area corres-
ponds to a secondary semideciduous seasonal forest, loca-
ted in Lavras, Minas Gerais, Brazil, under the coordinates 
21° 14’ S and 45° 00’ W, with average altitude of 900 m 
(figure 1). The climate is classified as Köppen’s Cwb, with 
dry winters and mild summers (Alvares et al. 2013). Mean 
annual rainfall is around 1,500 mm and mean annual tem-
perature is 19.4 °C (Marques et al. 2019). The forest is he-
terogeneous and presents dominance of tree species of the 
genus Anadenanthera, popularly known as “angico”. Data 
come from 105 sample plots (10x10 m) launched in the 
area. In each plot, all trees with diameter at breast height 
(DBH - 1.3 m from the ground) higher than or equal to 5 
cm and their respective heights were measured.

From the data collected in the field, the following va-
riables were obtained by plot: minimum DBH (DBHmin), 
mean DBH (DBHmed), maximum DBH (DBHmax), mi-
nimum total Height (Hmin), mean total Height (Hmed), 
maximum total Height (Hmax), Mean Square Diameter 
(Dq) and Number of Trees (N).

Above Ground Biomass (AGB) was estimated by tree 
individual according to the equation proposed by Chave 
et al. (2014), using DBH and total tree height and average 
basic wood density of 0.620 g cm-³. The estimate was per-
formed using the software R (R Core Team 2018), using 
the BIOMASS package (Réjou-Méchain et al. 2017). The 
estimate of AGB was converted to carbon stock in Mg ha-1,  
according to Thomas and Martin (2012), a methodology 
consisting in multiplying AGB by 0.471, which according 
to the authors corresponds to carbon concentration in tro-
pical forest angiosperms tissues. 

Independent variables selection. First, a selection of inde-
pendent variables was performed by the stepwise method, 
based on the Akaike Information Criterion (AIC). Thus, 
the combination of variables that make up the model with 
the lowest AIC is considered the best. subsequently, the se-
lected variables were used as inputs to model carbon stock 
by plot through machine learning techniques.

Machine learning algorithms. For carbon stock modeling, 
support vector machines (SVM) and artificial neural net-
works (ANNs) were used. The SVM construction was ba-
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Figure 1. Study area. Secondary semideciduous forest path located in Lavras, Minas Gerais, Brazil. (Adapted from Terra et al. 2019).
 Área de estudio. Bosque semideciduo estacional en Lavras, Minas Gerais, Brasil (Adaptado de Terra et al. 2019).

 

sed on the supervised machine learning process described 
by Haykin (2001) and Steinwart and Christmann (2008), 
where there is a set of paired-order n samples (X, Y), whe-
re X is a matrix of explanatory variables of the sample and 
Y is the expected value vector of the sample. Based on 
this information, taking as input a vector of variables, a 
chosen function predicts the expected value of the sample. 
A linear function is given by the form f (X) = <W, X> + b, 
where W is a weight vector.

The type IV error function, also known as eps-regres-
sion, was used, being the RBF (Radial Basis Function) 
type Kernel function. Kernel functions offer an alternative 
solution by designing data in a space with large charac-
teristics to increase the computational power of machine 
learning, making it possible to represent nonlinear pheno-
mena (Cristianini and Shawe-Taylor 2000). This procedu-
re was performed in software R, version 3.4.1, through the 
e1071 package (Meyer et al. 2019).

Trained ANNs were Multilayer Perceptron (MLP), 
composed of an input layer, an intermediate layer and an 
output layer. The algorithm used was the resilient backpro-
pagation, in which the learning rate was automatically de-
fined by the neuralnet package, with values ranging from 
0.01 to 1.12.

The choice of the number of neurons in the hidden la-
yer was made using k-fold. This methodology randomly 
subdivides the database into k subgroups (Ali and Pazza-
ni 1996, Cigizoglu and Kisi 2006). The value of k was 

10 subgroups, with a proportion of 90 % for training and 
10 % for testing (Diamantopolou 2005), applying cross-
validation. Different numbers of neurons, ranging from 1 
to 20, were tested.

Logistics (or sigmoidal) was the activation function 
used, with a range from 0 to 1, which implies limiting the 
amplitude of the outputs and inputs. Consequently, data 
were normalized, which consists of transforming the va-
lues of each variable to values between 0 and 1. Linear 
standardization was obtained through equation [1] (Soares 
et al. 2011) and considers the minimum and maximum va-
lue of each variable in the transformation of values, main-
taining the original distribution of data (Valença 2010).

[1]

where: x’: normalized value, x: original value, xmin: mini-
mum value of the variable, xmax: maximum value of the 
variable, a: lower limit of the standardization range, b: up-
per limit of the standardization range.

The stopping criterion for the ANN training process 
was the maximum number of 100.000 cycles, or the mean 
square error of less than 1 %, and training was terminated 
when one of these criteria was met. At the end of training, 
the best ANN was selected based on the lowest mean squa-
re error.

𝑥𝑥′ =
(𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚) ∗ (𝑏𝑏 − 𝑎𝑎)

(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚)
+ 𝑎𝑎 
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A nonlinear equation for tree biomass prediction was 
extracted from the artificial neural network. Consequently, 
we generated a system of equations with coefficients re-
sulting from weights generated by the neurons of ANN. 
This system was used to predict the carbon stock of the 
plots that comprised the validation database.

Data were divided into two groups: 70 % for ANN tra-
ining and SVM construction and 30 % for validation of 
both techniques. Among the data intended for ANN tra-
ining, 70 % were used in the training phase and 30 % in 
the test phase.

SVM and ANN performance evaluation. SVM and ANN 
performances were evaluated in the training and valida-
tion phases. Accordingly, the techniques were used to 
predict the carbon stock in the data set intended for va-
lidation, i.e. data that had not been used in training. The 
prediction quality analysis was performed using Mean 
Relative Error (MRE %) (equation 2), Bias (equation 3), 
Root Mean Square Error (RMSE %) (equation 4) (Leite 
and Andrade 2002, Siipilehto 2000), graphs of residuals 
distribution, graphs of estimated versus observed carbon 
stocks and the correlation coefficients between estimated 
and observed values.

[2]

[3]

MRE ( %) = ( 𝑌𝑌�̂�𝑌 – 𝑌𝑌𝑌𝑌)
𝑌𝑌𝑌𝑌 × 100 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ( %) = 100 ∗ 1
𝑛𝑛 ∗ ∑ [( 𝑌𝑌�̂�𝑌 −  𝑌𝑌𝐵𝐵)

𝑌𝑌𝐵𝐵 ]
𝑛𝑛

𝑖𝑖=1
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ( %) =
[
 
 
 
√∑( 𝑌𝑌�̂�𝑌 −  𝑌𝑌𝑌𝑌)2

𝑛𝑛

𝑛𝑛

𝑖𝑖=1
/�̅�𝑌

]
 
 
 
∗ 100 

Table 1. Descriptive statistics of dendrometric variables of a secondary seasonal semideciduous forest located in Lavras, Minas 
Gerais, Brazil.
 Variables dendrométricas de un bosque semideciduo estacional secundario ubicado en Lavras, Minas Gerais, Brasil.

Variable Mean Minimum Maximum Standard deviation CV( %)

C 94.25 15.65 245.09 52.57 71.14

DBHmin 5.84 5.00 9.07 0.90 15.34

DBHmax 29.61 12.50 55.25 8.20 29.96

DBHmed 12.72 8.69 19.83 2.50 20.27

Hmin 6.65 5.24 11.43 1.41 21.12

Hmax 22.00 14.86 29.00 2.39 11.05

Hmed 13.18 9.84 18.83 1.76 13.38

N 14.25 3.00 30.00 4.96 34.90

Dq 14.59 9.16 22.79 3.11 22.74

Where: C = carbon stock (Mg.ha-1), DBHmin = minimum breast height diameter (DBH) of the sample plot (cm), DBHmax = maximum DBH of the sample 
plot (cm), DBHmed = mean DBH of the sample plot (cm), Hmin = minimum total height of the sample plot (m), Hmax = maximum total height of the sam-
ple plot (m), Hmed = mean total height of the sample plot (m), N = number of trees in the sample plot, Dq = mean square diameter of the sample plot (cm).

[4]

where: Yi represents the observed value,  the estimated 
value, n the number of observations and  the average of 
the observed values.

RESULTS

The forest with predominance of Anadenanthera sp. 
contained an average of tree carbon stock (AGC) of 94.25 
Mg ha-1. Descriptive statistics of the variables used are 
presented in table 1.

Stepwise method indicated through the Akaike informa-
tion criterion that the variables minimum DBH, maximum 
DBH, average DBH, average H and N are those that have 
a stronger influence on carbon stock variability, and were, 
therefore, selected for modeling. It should be noted that 
DBHmed and Hmed represent the main tree growth trends 
in each plot; DBHmin and DBHmax, the lower and upper 
limits of diameter growth, respectively; and N represents 
the density of individuals in each plot. Figure 2 presents 
the scatter plots between the variables and their respective 
confidence intervals and the distribution of each variable.

The configurations obtained with the construction of 
the support vector machine, which resulted in a machine 
with 44 support vectors, are presented in table 2.

Regarding the approach by artificial neural networks, 
figure 3 illustrates the architecture and weights obtained 
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from the selected ANN that presented the lowest error 
among the others evaluated, composed by six neurons in 
the hidden layer.

From the 5-6-1 architecture artificial neural network, 
an equation system was extracted to predict carbon stock 
per plot, with coefficients derived from weights generated 
by neural network neurons. This system was used to pre-
dict the carbon stock of plots that make up the database for 
validation.

Figure 2. Distribution and dispersion of the independent variables selected by stepwise for carbon stock modelling and their respective 
confidence intervals.
 Distribución y dispersión de las variables seleccionadas y sus respectivos intervalos de confianza.

Table 2. Support Vector Machine Parameters in the estimation 
of carbon stock in a secondary semideciduous forest.

 Parámetros de máquina de vectores de soporte para estimar las 
existencias de carbono en un bosque semideciduo estacional secundario.

SVM Parameters

Type eps-regression

Kernel Radial basis function

Cost 1

Gamma 0.2

Epsilon 0.1
Numbers of support 

vectors 40

Model [5] expresses the relationship between the 
hidden layer and the response variable, where β0 is the 
bias and the other coefficients are weights related to each 
neuron. Model [6] represents the activation function used 
in each hidden layer neuron, derived from the logistic mo-
del. Finally, model [7] is the result of the relationship bet-
ween input variables and the respective hidden layer neu-
rons, and a model is generated for each neuron.

[5]

[6]

[7]

where: : bias, : model coefficient associated with 
neuron n, : model coefficient between input variable k 
and neuron n, : n-th hidden layer neuron response, : 
sum of products between weights and inputs.

The coefficients of the system of equations extracted 
from the selected artificial neural network are presented 
in table 3.

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶′ = 𝛽𝛽0 + 𝛽𝛽1 ∗ 𝑧𝑧1 + 𝛽𝛽2 ∗ 𝑧𝑧2 + 𝛽𝛽3 ∗ 𝑧𝑧3 

              +𝛽𝛽4 ∗ 𝑧𝑧4 + 𝛽𝛽5 ∗ 𝑧𝑧5 + 𝛽𝛽6 ∗ 𝑧𝑧6 

𝑧𝑧𝑛𝑛 = [ 1
1 + 𝑒𝑒−𝑤𝑤𝑖𝑖

] 

𝑤𝑤𝑖𝑖 = 𝛽𝛽0.𝑛𝑛 + 𝛽𝛽1.𝑛𝑛 ∗ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖
′ + 𝛽𝛽2.𝑛𝑛 ∗  𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖

′ + 𝛽𝛽3.𝑛𝑛
          ∗  𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖

′ + 𝛽𝛽4.𝑛𝑛 ∗  𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖
′ + 𝛽𝛽4.𝑛𝑛 ∗  𝑁𝑁𝑖𝑖

′ 
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Figure 3. Architecture of the selected artificial neural network, composed of six neurons in the hidden layer. Input variables: DBHmin 
= minimum plot DBH (cm), DBHmax = maximum DBH of the plot (cm), DBHmed = mean DBH of the plot (cm), Hmed = Average 
total tree height of the plot (m), N = Number of trees in the plot. Output variable: C = carbon stock (Mg.ha-1), β0: bias; βn: coefficient 
associated with the neuron n, βk.n: coefficient of the model between the input variable k and the neuron n, zn: response of n-th hidden 
layer neuron.
 Arquitectura de la red neuronal artificial seleccionada, compuesta por seis neuronas en la capa oculta. Variables de entrada: DAPmin = DAP 
mínimo de la parcela (cm); DAPmax = DAP máximo de la parcela (cm); DAPmed = DAP medio de la parcela (cm); HTmed = Altura total promedio 
de los árboles en la parcela (m); N = Número de árboles en la parcela. Variable de salida: C = stock de carbono (Mg.ha-1).

 

Table 3. Coefficients (β’s) of each neuron (N) of the hidden layer and of the ANN output layer.
 Parámetros (β) de la red neuronal artificial. N representa el número de neuronas.

 β0 β1 β2 β3 β4 β5 β6

ANN 0.8609 -0.7323 0.7619 0.6785 -1.7671 -1.6967 1.0353

N1 -2.3277 2.0301 0.1250 9.7276 -6.8163 6.8954 -

N2 -1.3559 0.6158 2.5005 2.8092 -0.3280 -0.9826 -

N3 -1.7104 2.3549 0.9111 0.6736 -2.8348 6.2268 -

N4 -0.1308 0.1538 0.5098 -1.6662 1.0934 -0.4838 -

N5 0.1174 -1.2125 0.4046 -1.1707 0.2400 -0.3406 -

N6 -0.0674 -2.5130 0.6372 0.7235 -0.2786 1.3868 -

The support vector machine and the model extracted 
from the artificial neural network were applied to the data 
set intended for validation. The analyzed techniques pre-
sented satisfactory performance in the modeling of carbon 

stock by plot, due to homogeneous distribution and low 
dispersion of residues and with predicted values close to 
those observed, as it can be observed in figures 4 and 5, 
respectively.
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Figure 5. Predicted versus observed graphs of the analyzed techniques (artificial neural network and support vector machine) used to 
estimate carbon stock in a secondary semideciduous forest.
 Criterios para evaluar el desempeño de la máquina de vectores de soporte (SVM) y los algoritmos de la red neuronal artificial (ARN) 
utilizados para estimar las existencias de carbono en un bosque secundario semideciduo.

Figure 4. Residuals scatter plots of carbon stock modeling in a secondary semideciduous forest using machine learning algorithms.
 Dispersión de residuos del modelado de existencias de carbono en un bosque secundario semideciduo mediante algoritmos de aprendizaje 
automático.
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According to the graphs (figures 4 and 5), there is a 
slight superiority of ANN, which presented more concen-
trated residues around zero and predicted values closer to 
the real ones. SVM presented higher residual dispersion 
and two relative error values above 80 %, while ANN pre-
sented a maximum relative error of 30 %.

The performance evaluation criteria of the analyzed 
techniques are presented in table 4. The qualities of the 
estimates made by SVM and by the model extracted from 
ANN were evaluated on both data used in the training and 
validation dataset.

The estimates of the analyzed techniques were strongly 
correlated with the observed values, showing correlation 
above 0.99 in the training phase and 0.96 in the validation 
phase. Error magnitudes, represented by RMSE, were be-
low 10 % in the training phase and 15 % in the validation. 
The lower the RMSE, the higher the accuracy of the esti-
mates, and the optimal situation when it is zero (Mehtätalo 
et al. 2006). Bias indicated slight underestimation trends 
in the training phase; whereas in validation, there was a 
tendency of SVM to overestimate carbon stock values 
(5.6479 %) and of ANN to underestimate them (-4.6217 
%). Mean SVM relative error increased from 6.7689 % 
in the training phase to 13.5185 % in the validation pha-
se; whereas in ANN, this increase went from 4.8035 % to 
6.9375 %.

DISCUSSION

The average of tree carbon stock contained in the fo-
rest with predominance of Anadenanthera sp. (94.25 Mg 
ha-1) is above the average carbon stock for this vegetation 
type in south-central Minas Gerais (55 Mg ha-1, Scolfo-
ro et al. 2015) and compatible with other local studies in 
semideciduous seasonal forests in the study region. For 
instance, Ribeiro et al. (2009), quantifying the biomass 
and tree carbon stock in a mature semideciduous forest in 
Viçosa, Minas Gerais, Brazil, found 166.67 Mg ha-1 and 
83.34 Mg ha-1 for biomass and carbon stocks, respecti-
vely. Likewise, Figueiredo et al. (2015) that evaluated 
the dynamics of the tree carbon stock in a semideciduous 

Table 4. Performance evaluation criteria of the support vector machine (SVM) and artificial neural network (ANN) algorithms used 
in carbon stock estimation in a secondary semideciduous forest.
 Criterios para evaluar el desempeño de la máquina de vectores de soporte (SVM) y la red neuronal artificial (ANN).

 Train Validation

 SVM ANN SVM ANN

Mean relative error (%) 6.7689 4.8035 13.5185 6.9375

Bias (%) -0.2610 -1.2371 5.6479 -4.6217

Root mean square error (%) 7.5858 5.4185 14.5550 10.8191

Coefficient of correlation 0.9900 0.9951 0.9690 0.9828

forest in Minas Gerais, Brazil, found an average carbon 
stock of 71.81 Mg ha-1. 

Although the average carbon stock was relatively 
high, its variation among plots (CV%) was also signifi-
cant. This is mainly due to the fact that the carbon stock 
variable reflects the variations in other dendrometric va-
riables. Moreover, in natural multiage forests, characte-
ristics such as high ecological complexity, spatial varia-
tions in species structure and composition, the presence of 
clearings and other factors can lead to great variability in 
biomass/carbon stock values (Soriano-Luna et al. 2018) 
among sample plots.

There is a strong relationship between mean DBH and 
mean height. Overall, there is a tendency of carbon stock 
to be positively correlated to the other variables, except 
for the minimum DBH, in which there was no direct or 
indirect proportional relationship, which is evidenced by 
the elliptic shape of the dispersion between these varia-
bles. In general, the relationship between carbon and in-
dependent variables tended towards linearity. There are, 
however, some nonlinear behaviors between variables, 
such as between carbon stock and maximum DBH. In this 
context, it is worth to emphasize that artificial intelligence/
machine learning has the ability to implicitly detect any 
nonlinear relationship between the response variable and 
explanatory variables. In addition to the fact that there are 
no assumptions regarding input data, such as independen-
ce and normality, and its high capacity for learning and 
generalization.

The main purpose of using these techniques, as in clas-
sical regression, is their application to data that were not 
used in their training. ANN presented better performance 
in the two analyzed phases, training and validation, which 
indicates its superiority for modeling the carbon stock per 
plot in the analyzed data set, when compared to SVM. 

ANN was able, with the available variables, to explain 
almost all the variation in carbon stock in the study area. 
Several studies have demonstrated the superiority of arti-
ficial neural networks when compared to other techniques 
(Özçelik et al. 2013, Vendruscolo et al. 2015). This supe-
riority can be explained by the ability of neural networks 
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to detect implicit information and nonlinear relationships 
between the response variable and explanatory variables 
provided as examples and to generalize the assimilated 
knowledge to an unknown data set.

It is worth noting that, although underperforming ANN, 
SVM was very efficient in estimating carbon stock in the 
study area. SVM has the advantage over ANN that no 
evaluation is required after its construction, as it occurs in 
ANN to select the best network. This is due to the quadratic 
optimization that occurred during SVM training (Cristia-
nini and Shawe-Taylor 2000) which allows the same re-
sult to be obtained for each system configuration whenever 
applied to the same data set. However, ANNs have more 
elements to be manipulated; besides, the initialization of 
neuron parameters occurs at random (Haykin 2001). Thus, 
each trained network will have slight differences in esti-
mates, even if the same architecture is maintained. These 
differences highlight the practicality of SVM in relation to 
ANN as SVM excludes the subjectivity of the operator in 
choosing the best network to be applied to the database.

Therefore, both approaches were able to explain 
much of the carbon stock variation in the study area. This 
is mainly due to the robustness of ANN and SVM. The 
small part of the carbon stock variation, not explained by 
the variables in question, is due to the various factors not 
considered in the present study that are known to affect 
the variability of carbon stock in forests, such as species 
diversity, forest size, degree anthropization, among many 
others and their interactions (McNicol et al. 2018) 

The results presented in this study provide insights for 
future assessments of the use of machine learning tech-
niques to obtain carbon stock estimates. Some examples 
of potential applications are estimates of carbon stock in 
other forest compartments, such as soil and tree roots, car-
bon stock estimates through the association between ma-
chine learning techniques and remote sensing variables, 
among others.

CONCLUSIONS

The present study brings important contributions in the 
modeling of carbon stocks in forests through the use of 
machine learning. The machine learning techniques per-
formed satisfactorily, and a new model extracted from an 
artificial neural network for carbon stock prediction in Mg 
ha-1 is efficient, with potential application in other secon-
dary semideciduous seasonal forests.

Carbon stock modeling using a model extracted from 
the artificial neural network training presented better per-
formance than that presented by the support vector machi-
ne, using the same variables of the analyzed data set.

Determining, modeling and supplying forest carbon 
stock data are strong scientific and social demands cu-
rrently, as tree carbon storage is considered a key envi-
ronmental service in mitigating current climate change by 
sequestering CO2 from forest atmosphere.
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